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What is AI?

AI : Systems that mimic human intelligence

Human Intelligence
○ Perception :  sound, vision ..
○ Reasoning :   if A then B
○ Knowledge :    A is B
○ Learning

    New knowledge
    Experience -> logic
    Improving perception by Google ImaGen

** you can catch hallucination
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Early Days - Symbolic AI & Expert Systems

Symbolic AI (GOFAI - Good Old-Fashioned AI)
Represents knowledge using symbols and manipulates them using logical 
rules (if-then).

Expert Systems: Programs designed to mimic the decision-making 
ability of a human expert in a narrow domain.
● Components

○ Knowledge Base (facts, rules)
○ Inference Engine (applies rules)

● Example: MYCIN (diagnosing blood infections)
○ Brittleness (struggles outside its domain)
○ knowledge acquisition bottleneck.

** Buchanan, B. G., & Shortliffe, E. H. (Eds.). (1984). Rule-Based Expert Systems: The MYCIN 
Experiments of the Stanford Heuristic Programming Project. by Google search

https://shauryawrites.medium.com/neuro-symbolic-ai-enh
ancing-common-sense-in-ai-22f56f8db157
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The Rise of Connection - Neural Network Basics

Perceptron: Simplest form, can learn linearly separable patterns.

if  z > 0.2 then Yes! otherwise No!

** Rosenblatt, F. (1958). The perceptron: a probabilistic model for 
information storage and organization in the brain. Psychological review, 
65(6), 386.

** image by Google search
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Simple Neural Network Models

Multi-Layer Perceptron (MLP): Multiple layers of neurons (input, 
hidden, output). Can learn complex, non-linear patterns.

** Rumelhart, D. E., Hinton, G. E., & Williams, R. J. (1986). Learning 
representations by back-propagating errors. Nature, 323(6088), 
533-536.

** image by Google search
https://blog.gopenai.com/day-12-multi-level-perceptron-
mlp-and-its-role-in-llms-a942e4a9e0c8
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Deep Neural Networks (DNNs))

Deep Learning: Neural networks with many hidden layers (hence "deep").

Ability: Learn hierarchical representations of data (simple features in early layers, 
complex concepts in deeper layers).

Enablers: Large datasets (e.g., ImageNet), powerful computing hardware (GPUs), 
algorithmic improvements.

Breakthrough Example: AlexNet winning the ImageNet competition (2012) 
significantly outperformed traditional methods.

** Krizhevsky, A., Sutskever, I., & Hinton, G. E. (2012). ImageNet classification with deep 
convolutional neural networks. Advances in neural information processing systems, 25.

** LeCun, Y., Bengio, Y., & Hinton, G. (2015). Deep learning. Nature, 521(7553), 436-444.

** image by Google search & wikipedia
https://www.researchgate.net/figure/Comparison-Between-Perceptron-Multi-layer-P
erceptron-and-Deep-Neural-Network_fig5_351146240
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The Umbrella - Machine Learning (ML)

Algorithms that allow computer systems to learn from and make decisions based on data, without being 
explicitly programmed for every task.
Backpropagation: train MLPs by calculating how much each weight contributed to the error and adjusting accordingly.

Types

● Supervised Learning: Learning from labeled data (e.g., 
image classification, spam detection). Neural networks often 
used here.

● Unsupervised Learning: Finding patterns in unlabeled data 
(e.g., clustering, dimensionality reduction).

● Reinforcement Learning: Learning through trial and error 
by receiving rewards or penalties (e.g., game playing, 
robotics).

** image by Google search & wikipedia
https://aiml.com/what-is-backpropagation/ 7
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nVidia GPU summary

Feature / GPU Tesla P100 Tesla V100 A100 H100

Architecture Pascal Volta Ampere Hopper

Release Year 2016 2017 2020 2022
Key Innovation(s) First with HBM2, 

Unified Memory
Tensor Cores for 

AI, Improved 
NVLink

3rd Gen Tensor 
Cores (TF32), MIG, 

HBM2e

4th Gen Tensor Cores 
(Transformer Engine), 
HBM3, NVLink 4, PCIe 

Gen 5
Process Node 16nm 12nm 7nm 4N (Custom TSMC)

Memory Type HBM2 HBM2 HBM2e HBM3

Target Workloads HPC HPC, AI Training HPC, AI Training & 
Inference, Data 

Analytics

HPC, AI Training & 
Inference (especially 

large models)
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NV Link

** https://www.naddod.com/blog/unveiling-the-evolution-of-nvlink

NVLink 1.0

NVLink 2.0

NVLink 3.0
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The Language Revolution - Large Language Models

Definition: Deep neural networks trained on vast amounts of text data, 
capable of understanding and generating human-like text.

Transformer: Introduced the "attention mechanism," allowing the 
model to weigh the importance of different words in the input sequence 
when processing information. This was crucial for handling long-range 
dependencies in text.

Scale: Characterized by billions (or trillions) of parameters.

** Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A. N., ... & Polosukhin, I. (2017). 
Attention is all you need. Advances in neural information processing systems, 30.

10

https://machinelearningmastery.com/the-transfor
mer-model/
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Building LLMs: Pre-training

Goal: Learn general language understanding, grammar, facts, 
reasoning abilities from massive, unlabeled text corpora 
(internet, books, etc.).

Method: Often uses self-supervised learning objectives (e.g., 
predicting masked words - like BERT, or predicting the next 
word - like GPT).

A foundational model with broad language capabilities but not 
yet specialized for specific tasks or safety.

by Google ImaGen
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Refining LLMs - Post-training / Fine-tuning

Goal: Adapt the general model to specific tasks, improve 
controllability, align with human preferences, and enhance safety.

● Supervised Fine-tuning (SFT): Training on smaller, 
high-quality datasets of specific instructions and desired 
outputs.

● Reinforcement Learning from Human Feedback (RLHF): 
Training a reward model based on human comparisons of 
different model outputs, then using reinforcement learning to 
fine-tune the LLM to generate outputs preferred by humans.

A model that is more helpful, honest, and harmless (e.g., ChatGPT, 
Claude).

by Google ImaGen 12
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Expanding Horizons - Multi-modal Models

Multi-Modal ~=  using multiple modes
 
AI models to process, understand, and generate information from 
multiple data types (modalities) such as vision, sound, language 
etc.
2 or more types of input  ==> Context  ==> output

Describing images in detail, answering questions about video 
content, generating images from text descriptions, transcribing 
audio and answering questions about it.

Challenge: data curation, economical

Google Gemini, OpenAI's GPT-4V, CLIP.

** image by https://spotintelligence.com/2023/12/19/multimodal-nlp-ai/ 13
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● Chatbot
● RAG
● Agentic Model
● MCP
● Multi-Agent
● Agent to Agent

Beyond Generation 

14
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Interacting with LLMs - Chatbots

Chatbot components

LLM + Dialog Management + UI + Prompt(?)

LLM: specifically fine-tuned for dialogue, allowing natural language 
interaction. Answering questions, generating creative text, 
summarizing, translating, writing code, etc.

Dialog Management: Store previous message, remember current 
context

ChatGPT, Google Gemini (text interface)

** image by Google search & wikipedia
https://cobusgreyling.substack.com/p/building-the
-most-basic-langchain 15
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Retrieval-Augmented Generation

Problem: LLMs are trained on static datasets, leading to knowledge 
cut-offs and potential "hallucinations" (making things up). They lack 
access to real-time or private information.

Retrieval-Augmented Generation (RAG): 
Combine the power of LLMs with external knowledge retrieval.

● System retrieves relevant information snippets from a specified 
knowledge source (e.g., company wiki, recent news database, 
product manuals).

● The original question AND the retrieved snippets are fed into 
the LLM.

● The LLM generates an answer grounded in the provided 
information.

Benefits: Improves factual accuracy, provides up-to-date answers, 
allows use of private data, reduces hallucinations, enables source 
citation.

** image by Google search & wikipedia
https://medium.com/@yingbiao/chatbot-with-llm-and-ra
g-in-action-575382df4323

RAG

https://docs.uclone.net/simple_rag.html
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RAG

baseball
score

football
score

LA
weather

SF
weather

Vector DB

Kenny
birthday

SF giants win?
1:Search 
by context

2: Retrieve 
Documents

LLM

3: Augmented
Generation

Yesterday SF 
Giants score 7:8

2: Question

When kenny 
was born?

LLM

Birthday is 05/21

Kenny 
bank account

UClone
Patent

17
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Secure RAG 
            with Homomorphic Encryption

Problem: 

Mission critical data is stored in RAG. But traditional encryption 
can not encrypt vectors securely. 

Solution is CryptoLab's Secure RAG: 

● Real-time homomorphic encryption search
● Search documents without decryption. 
● Only necessary data sent to LLM for processing 

UClone provide Secure RAG
Just upload data for encryption

18
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Beyond Generation

Agentic Models
Models (often LLMs) acting as the "brain" or controller of 
an agent that can perceive its environment, reason, plan, 
and execute actions using tools (e.g., calculators, search 
engines, APIs, code interpreters).

● Interaction with environment
○ Action      : Tool
○ Feedback: Data (Context)
○ email, schedule, search, Nest, Tesla

● Goal driven
○ Multi-step reasoning
○ Feedback mechanism (understand situation)

LLM

LLM 

Environment

Context &
Control 
Prompt

Conversational AI

Input
Output

Agentic AI

Tools

Input OutputContext
Prompt

Conv.
Memory

Context
Memory
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Environment

Model Context Protocol 
(MCP) by Anthropic

LLM 

Environment

Control 
PromptInput

Output

Agentic AI

Tools

LLM 

Control 
PromptInput

Output

Agentic AI

Tools

Internet

MCP Server 2

MCP Server 3
● Data Integration Standard
● Scalable Data Integration to 

Agent

● Data Hegemony
Data holder -> Agent holder

MCP Client

MCP Server
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MCP Examples

UClone

● Each Clone is MCP client
● MCP client connect with 

any MCP server

MCP Client MCP Server Google
Calendar

MCP Server Windows 
Folder

Cloud
PC or Mac

Data or
Application

MCP Server Coding
CAD

Blender (3D CAD)

● MCP Server

21
https://www.youtube.com/watch?v=FDRb03XPiRo
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Multi-Agent System (MAS)

The Challenge of Generalist Agents:

● Single agents attempting broad tasks can suffer 
from diluted focus.

● Difficulty in optimizing for diverse requirements 
leads to compromises in quality.

● Potential for cognitive overload and reduced 
efficiency.

● Data ownership

Benefits of Multi-Agent Specialization:

● Higher Accuracy and Reliability: Reduced error 
rates due to focused expertise.

● Faster Turnaround Times: Parallel processing of 
sub-tasks by different agents.

● Increased Flexibility and Scalability: Easily add 
or modify specialized agents as needs evolve.

** https://kx.com/blog/harnessing-multi-agent-ai-frameworks/
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Inter-Agent Communication

● Information (message) exchange

Agent Discovery

● Find best suitable agent for task 

Agent Orchestration

● Task planning
● Assign task for each agent
● Aggregate results

Multi-Agent Debate on UClone
3 AI Clones are discussion on TariffMulti-Agent System (MAS)

23
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Discovery Server

Agent to Agent (A2A) by Google

● Cross-Org Agent collaboration
● Agent Discovery

○ Description of each Agent

AgentCard
- name
- description
- url
- authentication
- defaultInputMode
- agentSkill 

AgentCard
- name
- description
- url
- authentication
- defaultInputMode
- agentSkill 
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MCP, A2A, etc.

MCP A2A
Single Agent Multi-Agent

LLM - Tool standard Agent - Agent
standard

Asymmetric Symmetric

I will get your data Do not touch my data. 
Just ask question.

Quick adoption Slow adoption

Connection problem
Limited impact

Collaboration problem
Huge impact

https://www.linkedin.com/in/brijpandeyji/recent-activity/all/
25



https://chat.uclone.net

New use case:
Interactive AI Contents

You are a detective.
Who has the Leona's lost ring

26
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New use case:
Let's cover social media
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Human

Data

Real
Env

Virtual
Env

Augmented Reality (visual)

Human Real
Env

Reality

AI

Metaverse (visual) 

Human Virtual
Env

AI

AI Universe (Context & Intelligence)

Human
Real
Env

Dream
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Future trend

● LLM 
○ Lite & Fast LLM 

○ Agentic workflow

○ Realtime needs (car, robot, time-critical application ...)

● Context
○ Natural language type: dialog, summary

○ Embedding type:  Latent vector, RNN, emotional, compressed

● Agent Network 
○ MCP: Asymmetric  -> fast adoption

○ A2A: Symmetric -> lazy adoption, real AI network

● Security & Privacy
○ Context Encryption, LLM/RAG Encryption (Homomorphic Enc)

○ Agent Authentication

29

Computing

Memory

Network

Security
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Question about me?

Scan QR code to 
find my Clone in UClone

Q&A
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https://forms.gle/ssBQ7vtupDaWPoNSA

1. Visit 
https://chat.uclone.net

3. Visit here and complete the form 
by June 1, 2025

4. Come to K-PAI June event 
on June 18, 2025 (Altos Ventures)

5. Pick up your name card

2. Create your AI Clone using Clone Builder

https://forms.gle/ssBQ7vtupDaWPoNSA

